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Abstract Satellite data are extensively used for water quality monitoring purposes, offering a significantly
reduced cost compared to in situ data sampling. Using past measurements to predict future conditions remains a
challenging task, because of the complexity of the natural phenomena that are involved, with great potential in
terms of water resources management. This paper proposes a model that can be used to forecast Chlorophyll‐α
(Chl‐α) values in water bodies, which are a common water quality indicator. The operation of the model lays on
the fact that typically Chl‐α increases and decreases periodically. First, we apply C2RCC, which is a common
atmospheric correction algorithm, to Sentinel‐2 images to get Chl‐α maps for 15 lakes for 12 consecutive
months around Europe. Then, we use this data set (∼1,000 Sentinel‐2 images) to train a Generative Adversarial
Network (GAN) to recognize spatiotemporal patterns. To accomplish this task, pix2pix algorithm is employed,
matching consecutive past and current Chl‐αmaps to future Chl‐αmaps. This model has been applied to 3 water
bodies around Europe that are not included in the 15‐lakes training data set and has been found to perform
accurately, achieving high Pearson and Spearman correlations and low RMSE values. Overall, the model can be
used to make Chl‐α maps' predictions with low computational cost and without using any in situ data and
without the requirement of training for every water body.

1. Introduction
Algal blooms are physical phenomena that are caused by high concentrations of algae in water bodies and can be
dangerous for both ecosystems and human life. As algae is not always dangerous, scientists are mostly concerned
about when it exceeds some thresholds, or when its synthesis has some particular characteristics. A harmful algal
bloom (HAB) occurs when toxin‐producing algae grow excessively in a body of water. There are also numerous
examples in geographic regions, where increases in nutrient loading have been linked with the development of
large biomass blooms, leading to anoxia and even toxic or harmful impacts on fisheries resources, ecosystems,
and human health or recreation. Many of these regions have witnessed reductions in phytoplankton biomass
(quantified as chlorophyll‐a) or HAB incidence when nutrient controls were put in place (Anderson et al., 2002).
Many studies have shown that algal blooms are prone to occur under the conditions of low wind speed, suitable air
temperature, and sunshine (Fitch & Moore, 2007; Mu et al., 2021). One of the variables that has grasped the
attention of the scientific community is Chlorophyll‐α (Chl‐α), which has been associated with a variety of water
quality indicators, including algal biomass concentrations (Ferral et al., 2017).

The monitoring of the quality of water bodies has been significantly aided during the last decades by the
employment of satellite data. Satellite data can be used to easily obtain water quality indicators, offering a cost
reduction compared to in situ data sampling. This cost reduction can have a significant impact in many regions
(Sheffield et al., 2018). Moreover, satellite data can become a source of extensive time series' data sets (Ross
et al., 2019) that can be used to apply machine learning techniques. Apart from typical Chlorophyll indices, a
variety of algorithms is currently used to obtain current Chl‐α values, mostly based on Neural Networks trained
using in situ data (Pahlevan et al., 2020). In this paper, C2RCC (Brockmann et al., 2016), a bio‐optical model
widely used for atmospheric correction purposes, is used to get Chl‐α values from Sentinel 2 SAFE images. These
Chl‐α values are used in this paper in order to train an algorithm to recognize the spatio‐temporal variations of
Chl‐α and make short‐term predictions.

Algal concentrations appear to have some seasonality, which is mainly due to the life cycle of organisms such as
Cyanobacteria (Hieronymus et al., 2021). As detecting cyanobacteria and other types of organisms using remote
sensing methods is extremely difficult, researchers use Chl‐α as an indicator of the quality of a water body.
Falconer et al. (1999) provided guidance using Chl‐α concentrations mapping effects with toxin concentrations.
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The cycles of cyanobacterial growth present some seasonality, resulting in some high values during specific
months in some locations (Hieronymus et al., 2021). One of the parameters that affect that seasonality is the
temperature. Harmful cyanobacteria such as Microcystis have been found to have an optimal temperature for
growth and photosynthesis at, or above, 25°C (Davis et al., 2009). At the start of a cycle, the population remains
stable, but then it tends to rise gradually until it reaches a certain steady state. Following a period of constancy, the
population eventually begins to decline (Wang et al., 2015). This behavior does not only appear in laboratories but
also in actual water bodies. Unmanned aircraft system (UAS) hyperspectral imagery has been successfully used to
monitor and model cyanobacteria life cycle (Pokrzywinski et al., 2022). Similarly in many inland water bodies,
Chl‐α tends to increase during the months when temperature rises, and decrease afterward. In this paper we take
advantage of this seasonality to make prediction about future Chl‐α concentrations.

In terms of forecasting, in situ Chl‐α concentration time‐series have been used to create models that can be used to
make future projections (German et al., 2020). Moreover, in Lee and Lee (2018) an LSTM model is proposed for
producing short‐term algal bloom predictions. Similarly, in the work of Abdul Wahid and Arunbabu (2022), the
authors demonstrate the improvement in the chlorophyll‐a estimation in the Krishnagiri reservoir in India when
integrating remote sensing and in situ measurements by using multiple regression equations. Although these
methods can offer accurate results, they are spatially limited. At the same time, in situ monitoring stations may be
biased systematically toward high or low chlorophyll concentrations, because of the non‐homogeneous distri-
bution of chlorophyll values in most water bodies (Lehmann et al., 2021). Hydrodynamic models have also been
used in order to estimate the spatial and temporal distribution of water quality parameters (Romas et al., 2018).

In this paper, we propose Generative Adversarial Networks (GANs) (Goodfellow et al., 2020) to make short‐term
Chl‐α forecasts, using Sentinel 2 images. In remote sensing GANs have been used for a variety of problems
including among others cloud removal (Darbaghshahi et al., 2021), fog detection (Huang et al., 2021) and change
detection (Chen et al., 2020). GANs have recently been used for water quality monitoring. A CycleGAN has been
developed to monitor water distribution networks water quality and inform an alarming system (Li et al., 2023).
Combined sewer overflows have been considered using GANs to detect anomalies and generate missing values
regarding water depth (Koochali et al., 2024). A PGGAN has also been used to create high resolution river images
(Gautam et al., 2022). Regarding remote sensing GANs applications in water resources, a cGAN has been
designed for water bodies to create high resolution images from lower resolution images, focusing on river
boundaries (Filali Boubrahimi et al., 2024). To enhance algal prediction performance generative adversarial
networks (GANs) and self‐attention mechanisms are used to monitor algae concentrations, providing improved
accuracy (Huynh et al., 2022). Even though that the aforementioned literature indicates that GANs can be
effectively used to address water resources research questions, to our knowledge this is the first time that GANs
are used for short term water quality forecasting, using satellite data.

To perform predictions, pix2pix (Isola et al., 2017), a conditional GAN (cGAN) is used in this paper. Pix2pix is
mostly used to translate an image to another image recognizing the patterns between the images, for example,
translating a historical map to a map similar to satellite maps (Andrade & Fernandes, 2020). Taking advantage of
the model's simplicity, in this paper we use pix2pix to translate a current image to a future image, enabling us to do
short term predictions. Contrary to the common Chl‐α approaches that produce forecasts based on specific points
(monitoring stations), we propose a new method that can be used to create forecasted Chl‐α concentration maps,
providing values for the whole water body examined, by applying an image‐to‐image translation Generative
Adversarial Network (Pix2Pix). The model is trained using Chl‐α concentration maps and it is applied to maps
that are not included in the training data set. To the best of our knowledge, this is the first time that Chl‐α
concentration maps are created based on short term predictions from satellite data.

The paper is organized as follows. In Section 2, we discuss the proposed methodology, the data set and the
objective of the methodology. In Section 3, we present the results of the model, while Section 4 discusses the
limitations and future work. Finally, Section 5 presents some concluding remarks.

2. Materials and Methods
2.1. General Overview

The model created is able to create future Chl‐α maps in lakes around the world, using the 3 last Chl‐α maps
before the target date. To train the algorithm it is necessary to build data sets of consecutive Chl‐α maps from a
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variety of water bodies. This variety allows us to apply the model to new water bodies, which are not included in
the training data set. The data sets are grouped into time‐series image stacks and imported in a typical pix2pix
model (Figure 1). The basic idea is that the model learns to recognize the spatiotemporal patterns between the
images, by capturing the cyclic phenological patterns.

Given 3 consecutive Chl‐α images that can be represented using a time triplet (ti, ti+1, ti+2), the model learns to
match them with 3 consecutive Chl‐α images represented as (ti+1, ti+2, ti+3). Considering that the overall number
of available Chl‐α images isN, the aforementioned process makes it possible to make the following representation
using a simple induction: (CtN− 2, CtN− 1, CtN) → (CtN− 1, CtN , CtN+1) , with C representing a Chl‐α 2D plane (raster).
This way, the target image CtN+1 that represents a future Chl‐α map, can be obtained using the last three images.

2.2. Data Set Formation

To create the Chl‐α Data sets that are needed to train the model, a pipeline is built using R and Python. The
algorithm takes spatiotemporal input and creates Chl‐α maps. The process is illustrated in Figure 2.

The steps are the following:

1. Spatiotemporal inputs. During this step a bounding box is defined for every lake. To create a model that will be
able to be applied in many regions, a data set of 15 lakes distributed in Europe is created (Figure 3). We have
chosen lakes from a variety of geographical latitudes and longitudes to increase climatic diversity. The climatic
diversity improves the ability of the algorithm to provide accurate results to water bodies that are not included
in the training data set. Regarding temporal discretization, 12 months are chosen for each body. Choosing
12 months makes it possible to have a full seasonal period for each water body, allowing the forecasting model
to learn the temporal Chl‐α patterns.

2. Download Sentinel 2 data. The Sentinel 2 L1C products, containing 12 bands are downloaded from the
Copernicus Hub using the sen2r R package (Ranghetti et al., 2020). The process is aided by EODAG python
package (CS GROUP, 2024) to access data older than 6 months from the date accessed. The Sentinel 2
products are available approximately every 5 days. For a data set of 15 water bodies and a duration of
12 months, using Sentinel 2 data we get a training data set of 1,080 images. Approximately 10% of them are
removed from the training data set because of very high cloud coverage.

Figure 1. Overview of the method proposed. A data set of images is arranged so that Chl‐α maps for a number of lakes are
matched to consecutive Chl‐αmaps. The GAN is trained using sets of RGB images. In this image i is used as a time variable
and j as a space variable.
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3. Resample, Subset. Then, a resampling and subsetting process takes place, using GPT from Snap. Specifically,
resampling and subsetting Snap graphs are created, edited through R and executed. The spatial resolution of
the final products is 10 m.

4. Pressure, Ozone, Elevation data. The necessary pressure, ozone, elevation and temperature values to get the
Chl‐α outputs are obtained from the SAFE Sentinel 2 data.

5. Temperature data. Temperature data are downloaded from Copernicus CDS API.
6. C2RCC algorithm. The C2RCC model is used to get Chl‐α maps. C2RCC is based on Neural Networks,

trained in order to perform the inversion of spectrum for the atmospheric correction, as well as retrieval of
inherent optical properties of the water body (Brockmann et al., 2016). C2RCC is a model that is widely used

Figure 2. The process of creating the input data. The algorithm takes as inputs a spatial object and a temporal frame and gives
an output of a TIFF raster with Chl‐α values. Water body: Iskar, Bulgaria, used in the training data set.

Figure 3. A visual representation of 15 water bodies, used to train the model. 5 of the 15 water bodies are presented in the plot.
The water bodies chosen are located in different regions around Europe to maximize climatic diversity.
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for water bodies and can be accessed through Snap interface and GPT model. C2RCC offers different levels of
accuracy and can produce outputs even when all input environmental data are not available.

7. Chl‐a TIFs. The Chl‐α maps are grouped into sets of 3 to create RGB images and TIFS as presented in
Section 2.1.

8. Clip by Mask. The output Chl‐α maps obtained from C2RCC are clipped and masked, excluding neighboring
water bodies, so that they correspond only to the examined water bodies.

To test the model, we have used the following 3 water bodies that are not included in the training data set.
Similarly to the train data set, the test data set water bodies are obtained from different European regions: one
from France (Der Chantecoq), one from Romania (Dridu) and one from Bulgaria (Pancharevo).

2.3. Data Processing

The outputs of the C2RCC model are geoTIFF files that are loaded as images in a Python environment and
formulated in stacks of consecutive time frames as already mentioned. Each stack of Chl‐α instances is matched to
an actual color resulting in an RGB image. This makes it possible to use pix2pix model in order to map an RGB
image to a consecutive RGB image.

Pix2pix is a conditional generative adversarial network (cGAN). It operates similarly to other cGANs, creating
outputs conditionally to some inputs. However, contrary to most cGANs that create images “conditionally” to text
descriptions, pix2pix creates images “conditionally” to other images. Supposing that a sequence of Sentinel 2
images are available for an area, pix2pix can use these images as a “condition” to generate new images, namely to
operate short term predictions. Specifically, pix2pix consists of a generator G and a discriminator D. The
generator is often mentioned in literature as “artist” and the discriminator as “art critique,” because the generator
creates images and the discriminator tries to find if these images are “real” or not. The generator and the
discriminator typically in GANs play a zero‐sum game, inspired from game theory (Goodfellow et al., 2020). An
unconditional GAN can be expressed using the following function:

LGAN(G, D) = Ey[log D(y)] + Ez[log(1 − D(G(z)))] (1)

where y represents a set of actual data and z represents a set of pseudo‐data generated from G from random noise.
D tries to maximize L, while G tries to minimize it. Finally, a Nash Equilibrium is reached in the minimax game:
G∗ = arg minGmaxDLGAN(G,D). In addition to random noise z conditional GANs use some conditional data x.
This way cGANs learn a mapping from x and z to y: G : x,z → y. This way Equation 1 is transformed into the
following relationship:

LGAN(G, D) = Ex,y[log D(x, y)] + Ez[log(1 − D(x, G(x, z)))] (2)

In this work, we follow the main process proposed by pix2pix GANs paper (Isola et al., 2017). Therefore, we use a
distance parameter L1 as follows:

LL1(G) = Ex,y,z [||y − G(x, y, z)||1] (3)

And the equilibrium is reached when:

G∗ = argmin
G

max
D

LGAN(G, D) + λLL1(G) (4)

When G = G∗, the discriminator can no longer distinguish if the generated images are real or not. In relationship
Equation 4, λ represents a constant value. In this research, x stands for the RGB images that correspond to the
(ti, ti+1, ti+2) triplet and y stands for the RGB images that correspond to the (ti+1, ti+2, ti+3) triplet. This way, the
generator creates short‐time predictions that are conditional to the existing Chl‐α instances.
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2.4. Training and Testing

The pix2pix model is implemented based on the parameters proposed in the main pix2pix paper (Isola
et al., 2017). The various Chl‐α maps are resized so that their dimensions are 256 × 256 × 3 px. and normalized
to [− 1,1].

The generator of the pix2pix is a U‐Net that consists of an encoder and a decoder. The generator loss is a sigmoid
cross‐entropy loss of the generated images. A mean absolute error (L1 loss) between the generated image and the
target image is also employed. The parameters have been set according to the initial pix2pix paper. The
discriminator loss is the sum of two inputs. The first is a sigmoid cross‐entropy loss of the real images and the
second one is a sigmoid cross‐entropy loss of the generated images.

Adam optimizer is used with a learning rate of 2 ⋅ 10− 4 and momentum parameter μ = 0.5. The testing is per-
formed in other lakes than those used for testing, in order to test how well the model can operate in European
scale. 200 k steps are used for training the model. Pearson correlation coefficient, Spearman's Correlation co-
efficient (− 1 for perfect negative correlation, +1 for perfect positive correlations) and Root Mean Square Error
(RMSE) (between predicted and actual Chl‐α values) are used to examine the similarity between the actual and
the predicted images.

The testing phase and the comparison between the images is represented in Figure 4.

3. Results
This section presents the outputs of the pix2pix model for one of the water bodies of the training data set and also
the evaluation metrics calculated for three water bodies of the testing data set. In general, even though the al-
gorithm is trained so that it can produce Chl‐αmaps for all ti+1, ti+2, ti+3 dates, the prediction we are interested in
is date ti+3, because the other two are already known.

Kouris Lake in Limassol, Cyprus, is chosen as the water body from the training data set. In Figure 5, we can see
the input image, the ground truth (GT) and the predicted image for a random date.

The evaluation metrics for specific case are the following: Pearson: 0.452, Spearman: 0.465, RMSE: 0.547. The
evaluation metrics for Kouris dam are satisfactory and the predicted and the GT images look very similar due to
ability of the model to understand the spatiotemporal patterns.

Figure 4. Evaluation of the forecasting ability of the algorithm during the testing phase by comparing its outputs to
consecutive Chl‐α instances.
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In the sequel, we present the evaluation metrics calculated for the three water bodies of the testing data set. The
time period chosen is July 2022. In Figure 6, we can see the outputs of the pix2pix model for the Der‐Chantecoq
lake located in France.

In Figure 7, we can see the GT and the predicted images as well as the scatter plots between two Chl‐α maps that
refer to the time ti+3 for the three lakes comprising the testing data set (i.e., Pancharevo lake in Bulgaria, Der‐
Chantecoq lake in France, Dridu lake in Romani). In Table 1, we can see the metrics calculated from the re-
sults of the model. Specifically, the table presents for each lake, the values of Pearson correlation coefficient,
Spearman's Correlation coefficient and Root Mean Square Error (RMSE) examining the similarity between the
actual and the predicted images on a pixel basis along with Supporting Information S1 including the area of each
lake, and the average actual and predicted Chl‐α. The Chl‐αmaps are read as matrices so that the scatter plots can
be formed matching each forecasted pixel to its GT equivalent.

In all cases the algorithm can successfully predict the shape of the water bodies and the spatial distribution of the
Chl‐α values. Also, we notice that there are high correlations between the GT chlorophyll values and the fore-
casted chlorophyll values. RMSE is lower for Pancharevo, because Pancharevo has generally lower chlorophyll
values and it is smaller than the other 2 water bodies. Moreover, it is worth pointing out that the largest water body
presents better results than the other two. Finally, it needs to be mentioned that July is chosen because we noticed
that the accuracy of the model decreases in winter, when cloud coverage is higher.

Figure 5. Results for Kouris lake. Input image contains 3 Chl‐α bands that correspond to time periods ti, ti+1, ti+2.

Figure 6. Results for Der‐Chantecoq lake. The input image contains 3 Chl‐α bands that correspond to time periods ti,ti+1,ti+2. The algorithm uses these 3 dates to produce
the predicted image containing the time period: ti+1,ti+2,ti+3. The GT image corresponds to the actual ti+1,ti+2,ti+3, used to test the accuracy of the prediction.
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4. Discussion
The model presented can learn Chl‐α spatiotemporal patterns and forecast Chl‐α spatial concentrations. It has
been trained using yearly data in order to understand Chl‐α seasonality. However, under climate change con-
ditions, this seasonality will most likely be affected. Organisms that are responsible for algal blooms, such as
Cyanobacteria, prefer specific temperatures; thus, the temperature variations will affect the seasonality of the

Chl‐α values detected in water bodies. Training the model using wider time
frames (e.g., 5 years) will allow the algorithm to more effectively adapt to
seasonality variations. Similarly, training the algorithm using water bodies
from different regions will enhance its ability to recognize more complex
spatiotemporal Chl‐α phenomena, thereby increasing its accuracy and
broadening its spatial applicability.

The model's accuracy can be significantly improved through data fusion.
Many disturbances in ecosystems are human induced. Human activities can
result in sudden Chl‐α increases and decreases, which can reduce the model's
accuracy when they do not appear periodically. Incorporating human effects
as input layers will reduce unexpected variations of the Chl‐α values,
improving the model's forecasting accuracy. Another parameter affecting the
model outputs is cloud coverage. Although cloud coverage can act as a natural
noise, helping the algorithm during training, extremely high cloud coverage
can be equivalent to having no information, making forecasting impossible.

Figure 7. Chl‐α maps and scatter plots for three water bodies (Pancharevo left, Der‐Chantecoq middle and Dridu right). Top: GT images, middle: Predictions, bottom:
Scatter plots. The coloring scales are different for each water body, but they are the same for the two rasters of each water body.

Table 1
Lakes' Characteristics and Evaluation Metrics

Pancharevo Der‐Chantecoq Dridu

Pearson 0.4528 0.7536 0.7062

Spearman 0.5433 0.8480 0.7035

RMSE (mg/m3) 1.2770 4.0090 7.6029

Area (km2) 0.875 43.893 6.732

Actual Chl‐α (mg/m3) 0.388 3.255 3.540

Predicted Chl‐α (mg/m3) 0.103 3.654 1.112

Note. “Actual Chl‐α” represents the actual average chlorophyll values of the
lake and “Predicted Chl‐α” represents the predicted average chlorophyll
values of the lake.
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Removing highly cloudy images can improve pattern recognition; however, this also reduces the training data set,
potentially decreasing the model's accuracy. Data fusion and cloud removal methods can be used to solve that
dilemma (Shen et al., 2014). Future fine‐tuning approaches can increase the model's accuracy by determining the
cloud coverage level that maximizes the accuracy of the model. Finally, combining remote sensing with other
environmental data is expected to enhance the algorithm's accuracy, allowing it to adopt more effectively to
diverse climatic environments.

Although the model is trained using lakes, it has also been tested to one river. This test is not included in the main
paper (but can be found in the supplementing material), as it should not be considered representative of the
model's performance in rivers. The model is expected to present high accuracy when examining rivers due to the
clearer underlying flow pattern compared to lakes (downstream). This makes rivers an interesting case study for
future research. Similarly to river applications, flood forecasting using pix2pix and remote sensing data could be
possible, as forecasting floods using DCGANs and simulated data has provided very interesting results (Cheng
et al., 2021). Furthermore, the C2RCC atmospheric correction model used to obtain the current Chl‐α concen-
trations can be easily adjusted for marine environments by proper, allowing to test the algorithm's ability to
predict algal blooms in marine environments.

Other potential applications include forecasting other water quality values, assuming there is an underlying
seasonality in the phenomenon. The proposed model differs from other forecasting approaches, such as LSTM,
which are more applicable to multi‐point observations rather than raster images used in this paper. However,
future research could monitor specific points using satellite data and forecast their values to compare the algo-
rithms' performance. Overall, this paper illustrates the potential of using pix2pix for spatiotemporal (non‐water
related) forecasting.

5. Conclusions
In this paper, we proposed a water bodies' Chlorophyll forecasting model using a pix2pix GAN and Sentinel 2
images. The model learns to recognize the spatiotemporal seasonality of the Chl‐α values, being able to produce
Chl‐αmaps. The accuracy of the model can increase should it be trained using more water bodies and using more
metadata, such as temperature, as inputs. We believe that except from lakes, the same architecture can also be
applied to monitor coastal water bodies and rivers around the world. Also, the main idea, which is using pix2pix
model to handle with spatiotemporal data, could be useful in other disciplines as well. In summary, this study
enables the prediction of Chl‐αmaps on a continental scale for the first time using a pretrained model, eliminating
the need to download extensive sets of images and large data sets.

Data Availability Statement
Sentinel 2 mission belongs to the Copernicus programme which is funded by the European Union Space Pro-
gramme. Sentinel‐2 data are freely provided via the Copernicus Data Space, which can be accessed at https://
dataspace.copernicus.eu/. The Chlorophyll‐a values produced by the C2RCC processor were obtained using the
SNAP—ESA Sentinel Application Platform v9.0.0, https://step.esa.int/main/. Code Availability Statement: The
Python 3.7 code used for this publication can be found in the GitHub repository at https://github.com/M4D‐
MKLab‐ITI/Chlorophyll‐a‐forecasting‐with‐Sentinel2, and is available under the Creative Commons license BY‐
NC‐ND (https://creativecommons.org/licenses/by‐nc‐nd/4.0/legalcode.txt). After downloading the Sentinel‐2
data and running C2RCC on the files, the Python file “run_forecast_on_many_lakes.py” available in the re-
pository allows reproducing the model presented in this article. The required libraries for running the Python file
are indicated in the file “dep_venv.yaml.”
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